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Both auditory and non-auditory factors affect the ability for a sound designer to manipulate auditory localiztditre,
and environmental context perception. The influerened possible detrimental effects ofoom acoustics, listening
position, and spatiadndtemporal asynchronieare reviewedDifferent approaches tepatial evaluatiorare reviewed in

light of the demands of the application context.

INTRODUCTION

Research into the localization of virtual acousticnuli
is oftendone inisolation from bothacousticaland non-
acoustical factorsthat are present in real-world
environmental contexts. Thiact that the commercial
industry often separates “audio” from “visual’
engineering is a reflection not only bérdwareexpertise
but also of the specialization opsychophysical
knowledge.For example, our collectivéknowledge of
psychoacoustics faaxceedour knowledge ofthe multi-
modal interaction betweenight, audition,and tactile
sensationsHowever, technology developmenbenefit
considerably when it ispossible to predict how
perception of an evenwithin one sensory modality is
affected bysimultaneougpresence oétimuli from other
modalities.

The study of multi-modal interaction, primaribetween
audition and vision, haceived increasedlttention with
the development of virtual reality systems, hotineater,
gaming, and teleconferencing. Several authofsave
reviewed inter-sensory interactions from &ost of
different perspectives [1-5]This paper reviewsselected
aspects of both visuandinfrasonicstimuli interaction
with sound and their potential influence on virtual
acoustic imagery. Specifically, the focus is on the
perception of spatial attributesmderboth headphone and
multichannel audio-visual playback. The interaction of

localization and subjective evaluation of amcoustic
space. In that sense, it igecessary irthe nearfuture to
guestion the emphasesed insubjective evaluations for
the development ofvirtual acousticand audio-visual
simulations.

First, a review of localizatioperformance of8-D sound
under headphoneconditions is reviewed. Headphone
playback is consideredoptimal for reproducing 3-D
spatial acoustic imagerybecause oftheir relative
immunity to acoustical detrimentgnd the consequent
power with which a soundecording engineer cagpredict
resulting perceivedspatial attributes. Theelated studies
tend to be centered onspecific aspects ofHRTF
manipulationand the subsequeneffect on accuracy of
localization or otheperformancemeasuresSimulations
can be further improved with the additionref/erberation
and head-trackingcues. Second, a briefeview of
subjective localization studies involvingudio-visual
interaction is presented. These studie®ntrast with
localization performance studies in that the spatial
gualities assessed arguite different. The application
focus of the audio-visual interaction analysis is on
research pertinent to multichannel hotheatersystems.
Finally, some of the potential interactionsetween

audio, visual and vibro-acoustic sensation are addressed as

they influence the perceived quality of spatiahulation.

cues from other sensory modalities are proposed to act asThis includes an assessment the interactionbetween

potential sources of “noisdghat are detrimental toboth

the listening-viewing room and the simulated space.
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1. LOCALIZATION  STUDIES
SOUND FOR HEADPHONES

Headphone-basedisplays allow the greatestegree of
control over the location of a spatial souresmd are
essential to applicationshere performance of aubject
in a specific task is involved. Additionally, thefluence
of backgroundnoises in the listening rooncan be
eliminated. In theseregards, headphonglayback is
considered an “optimal” condition fahe reproduction of
3- D sound. Although some of the signalocessing
techniques for producing cross-talk cancellation can allow
loudspeakers to delivesome spatiakffects that are not
possible with normal intensity sterecheadphones
remain the playback medium afhoice for maximal
control of spatial imagery.

OF 3-D

Auditory localization studies have fathe most part
investigated localizatioaccuracy andhe degradation in
localization performance (or lack thereof) as a function of
one or moreindependentvariables. This objective
measure ofhuman localizationperformance is quite
differentfrom an inquiryinto a subjective evaluation of
quality or “realism” ofthe spatial aspects of a sound. A
similar dichotomy between performance and “immersion”
was discussedpreviously concerningirtual reality [6,

7]. For example, in a virtual reality application, a
subject’s performance in manipulating an external virtual
object with thehandmay be ofgreaterimportance than
the subjective realism of the object itself, or how
“present” the subject feels theyare in a synthetic
environment.

The reproduction of3-D sound overheadphones can
causeone or more of theerceptual errorutlined in

Figure 1. The term‘error” refers to the mismatch
betweenthe intentions of the systemesignerand the

resulting percept ofthe listener. Usually, foheadphone
displays, the concern is with localization bleeyersals,

and problems with externalizing the stimuli.

Many investigationshave focused on performance as a
function varying someparameter ofthe head-related
transferfunction (HRTF) itself. A significantproblem
for the implementation of 3-D soursystems is théact
that spectral features ofHRTFs differ between
individuals, and therefore localization errors increases
when listening with whaare termed “non-individualized
HRTFs” [8-11]. Agreatdeal of researclhas alsobeen
devoted to'modeled” or“data-reducedHRTFs thatyield
equivalent performance to personal HRTFs in
localization tasks (see, e.g., [12, 13]). The mitigation of
reversalsand unexternalizedstimuli emphasizes spatial
transformations caused on high-frequenoynponents of
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incoming sound sources (> 5 kHz), although it basn
well established that low-frequency information
dominates localization [14]. This is particularly
important with regards to loudspeaker-bastatoss-talk
cancellation” applications of 3-D sout@causdhe time
relationship between arriving signatan bealtered quite
significantly with small movements of the head.

Figure 1: Threeexamples of localizatioerror in

Interaural
axis

R130°

back

headphone studies. 1.: a target atd8Qreeswith
increased width (“blur”) and biased to the left 2.: a
back-front reversal of 430 degreetargetheard at

50 degrees. 3: an unexternalized target heard at the
edge of the head

The performancestudies of localization alsbave been
related to application-specific tasks, such as visaatch
and speech intelligibility using the “cocktail pasffect”
advantage. Direcapplication of visuakearchstudies are
for highly specialized areasuch as aviationsafety;
detection accuracy and speed dhe usual dependent
variables [15-17]. “Cocktail party” applications are
driven by measures tgshow improvement inspeech
intelligibility while listening to multiple channels, and
are probably lessdependent on perceivddcation than
the net interaural decorrelation betweaaltiple maskers
and signal [18-22].

Two other factors are frequently cited asneans for
improving localization within a 3-Daudio headphone-
based display: simulation @éverberatiorcues,andhead
motion cues. A NASA-sponsored study is in progress by
the authorwhere these effects are studied in direct
comparison of their efficacy in improving localization of
speech stimuli. (These data were resdy attime of the
present publicatiorbut are presented athe conference
and in an upcoming paper).

Several studies have shown that head movement cues can

improve localization abilityand reducethe number of
reversals[23-25]. Listeners apparently integrate some
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combination of thechanges inTD, 11D, andmovement
of spectral notchesand peaks thatoccur with head
movement overtime, and subsequently usethis
information to disambiguate, for instance, framagery
from rear imagery. Reverberation has beshown to
dramatically increasethe externalization of stimuli
relative to non-reverberatedtimuli, in one casefrom
2% to 90% [26, 27]. It may possible to mitigatversal
errors by establishing a “cognitive map” of theoustical
features of a reverberant space cues

Training subjects by having theadapt tolistening to
non-individualizedHRTFs over anextendedperiod has
been suggested tamprove localization of virtual
acoustic imagery [28, 29].There has also been
exploration of the possibility of synthesizing
“supernormal” localization cuewith larger ranges of
interaural difference than normal cues, thergbgroving
the ability to resolve spatial locations [2930].
Although these techniques may allow localization
improvement, it is important taecognizethat it is
possible to exceed the capacity of the listener's
localization ability witharbitrary expectationsgiuditory
localizationunder everydagonditions is relatively poor
compared tovision, with theerror in large-scale studies
cited by Blauert from 4-10 degrees in the horizoptahe
and even higher for elevatiofid3l]. The fact that the
percentage of localizatiofieversal” errorshas beercited

Virtual Acoustic Imagery

headphone reproduction, where greater contrplossible
over interauraldifferences andpectral cues. These are
most relevant to applications in specialized contexth
as virtual reality, aviation,and demandinghuman-
machine interfaces. By contrast, the context rfarlti-
loudspeaker audio-visuahpplications such as home
theater and teleconferencing present a number of variables
that can detrimentally influence localizatiparformance.
Speaker cross talk, modal interactiondoat frequencies
and listening positiondifferencesmake prediction of a
specific azimuth and elevation nearly impossible,
although it is still possible to communicate |sgecific
aspects of théntendedspatialexperience. Consequently,
perceptualevaluations musplace greateemphasis on
the subjective realism diguality” of spatial percepts.
Localization estimate studieme considered to be in a
completely separate domainfrom investigations of
spatial attributes oéudio quality in[41]; this reference
provides a good overview othe current state of
subjective responses to spatial stimuli.

In localization tests of 3-D sound, estimates of virtual
sound sourceposition are highly reified. A perceived
position is indicated in terms of its azimuth and
elevation (and sometimelistance) by verbatstimation,

by pointing, or other methods. The estimatysl to be
made from an “egocentric” perspective, where the
position is evaluated relative to tlperceivedocation of

to be around 8% under normal listening conditions and as the listener. By contrast, evaluations of localization in

high as 40% under 3-D simulation conditions is
suggestive [10, 32, 33].

The most accurate 3-D sound localization seems to
require active, attentive listening, in thabsence of
distractions fromundesiredvisual, auditory and tactile
sources. The influence of cognitive cuesemory, and

audio-visual interaction contextsnust use “object-
oriented” (exocentric) judgements, where positions
produced bytwo modalitiesare estimated relative to one
another. Theelicited response focuses dhe overall
“quality” of the perceivedspatial relationshipbetween
images, not orperceivedocation per se. For instance,
Hollier andRimell summarized a model of multi-modal

associations must also be a controlled factor. Accuracy of perception asdependingon, among othefactors, the

simulation alsorequires veridicahead movementcues
and realistic simulation of the environmentabntext
[34, 35]. Determination of salient acoustiga@rameters
for rooms and other types of environments wéuire a
greatdeal ofadditional research othe perceptibility of

various acoustical attributes that make up the physical

nature of these spacesithough thereare many studies
of early reflection thresholds [36-39]esults from
investigations of directional perception of early
reflections seems to suggesinly a very general
sensitivity under many conditions (see, e.g., [40]).

2. SUBJECTIVE EVALUATIONS OF 3-D
SOUND

The types of localizatioperformance measureescribed
aboveare driven bythe optimal conditionsoffered by

degree of‘quality-mismatch” between audiand visual

components [3]. Thisapproach is inline with the

general trendor design manufacturers to inclugeund

quality assessments in thdesign of a variety of
consumer products.

While a great deal of work has gotmvardsestablishing
which spatial criteria and types of audio-visual
interaction are most pertinent, it remainglifficult to
establish consistentriteria betweensubjects, rooms,
program  material, or reproduction systems.
Specifications for standardizedlistening-viewing test
procedures areessential to reign inexperimental
variability. Subjective evaluation of the spatial
reproduction of auditory-visuaimedia areaddressed in
several International Telecommunicatidginion (ITU)
recommendations[42]. Subjective listening-viewing
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tests are recommended tase five gradesfor quality
assessment (1-5, frothad” to “excellent”); five grades
for evaluating attribute impairment (1-5, frofivery
annoying” to “imperceptible”);and seven grades for
comparative studies (-3 to ®jith =3 as “muchworse”
and 3 as “much better”). These technigassoutgrowths
of listening testtechniqueghat havedevelopedover the
years in anattempt to quantify the multidimensional
aspects of overall audio system quality or of Ibivrate

Virtual Acoustic Imagery

[46]. Here, the attributes for multichannel soundude

the front image qualityand impression of surround
quality attributes mentioned above, as well as the
“correlation between soundnd picture images.These
include “correlation of sourceposition derived from
visual and audible cues (including azimuth, elevation and
depth)”, and“correlation ofspatial impressionbetween
sound and picture.” In practice, the definition of
correlation tends to focus on overathpressions of

codecs [43, 44]. The caveat of course is that the more thespatial quality “matching.”

real worldlistening situationdepartsfrom this standard,
the greater th@ossibility will befor mismatchbetween
what is actually experienced andhe findings of a
listening test.

ITU recommendation BS.1284, “Methods for the
subjective assessment of sound qualitgeneral
requirements”contains acategory for evaluation of
transmissionartefactsinvolving “distortion of spatial
image quality”[42]. This is explained asnvolving “all

aspects including spreadingnovement, localization
stability, balance, localizationaccuracy, changes of

Correlation is difficult to define for certain program
material where th&isual andaudible cuesrewithout a
common reference. An example is the solpistforming
on a grandpiano in aconcerthall. The audio spatial
perspectiveprovided on modern recordirtgchniques of
the piano refers to neither the sound heard byptanist,
by theaudience, or bysomeone sitting on stage in 3 ft
in front of the lid or with theirhead 3 inover the
sounding board. It is rather a synthetic blendicéct and
diffuse soundthat yields aesthetically satisfyingtereo
imaging, where different pitchemrrespondoughly to a

spaciousness.” Since all attributes of spatial listening are variance inazimuthal positiorandimage width that are
pertinent, there is a need for further specification in other suggestive but no meanspresentative ofiny listener's

recommendations.

perspective. Now, thaccompanying/isual image, if it
is fixed atone location, willcertainly not correlate in

Related recommendation BS.1116-1 gives guidelines that any literal sense to thescordedsound. The situation
aremore specific for assessments of spatial imagery for becomes more complex when the pianistviesved from

both two-channel stereophonic systeansl multichannel

systems [45]. Fortwo-channel stereophonisystems,
stereophonic image quality iselated to “differences

betweenreference anabject in terms of soundmage

locations and sensations of deptidreality of theaudio

event.” For multichannel systems, the subjectkiteria

are categorized irerms of “front imagequality” (the

localization of frontal imagery, imagéquality” and

“losses of definition”) and “impression of surround

quality (spatial impression,ambience or special
directional effects).

Of particular interest are thdifferences inspatial criteria
betweenthese systems, although the samigective
spatial image may beeproduced.Although stereo is
capable of several dhe qualities given to multichannel
sound, systemare evaluated inerms of the way they
perform best. Because onesgrroundedrom both front
and rear byloudspeakers, it becomgmssible toeasily
manipulate spatial impression ambience interms of
their relationship to perceived auditory width and
envelopment.

The related ITU recommendation for multi-modal
interaction is BS.1286,'Methods for the subjective
assessment of audio systems with accomparpictgre”

multiple distancesand angles in various cuts. For
musical and intelligibility reasons, the levelremains

constant independent of differentvirtual viewing

distances.

In many multichannelaudio and audio-visual studies,
attributesrelated toabsolute spatial image location are
not emphasizeddue tothe difficulty of precisionsound
localization reproduction with multiple speakelrsstead,

the attributes focus on acoustiqadrameters associated
with the characteristics afiffuse sound, especially those
associated with concelnall researc47]. The quality of
ambient sound reproduction is often investigated in terms
of subjective envelopment (sensation of besngounded

by a source)and auditory spatial width (ASW- the
perceivedextent of the soundource-see, e.g.,[48]).
Each ofthese attributes is a naturabnsequence of a
multichannel reproductionenvironment in a small-to-
medium roomandallows someindependence iiseating
position. Envelopment is a function of the totality of
speakerg(i.e., thosesourcelocations thatsurround the
listener), and depends on the location and number of low-
frequency drivers and their interactianith the room[49].
ASW is a function partly of the extent dfontal
loudspeakers orother factorsthat contribute to the
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relative decorrelation ofthe audio signal arriving from
the front.

It has been pointedout that there is a seeming
contradiction between concert hall acoustic studidgre
ASW is found to be desirablend localization studies,
wherethe reflections thatauseASW make localization
less precise[41]. A subjective evaluation of spatial
qualities would presumably beighest wherthere is a
‘realistic” or “natural” ASW associatedvith a particular
environmentand asound sourcéocation, and not the
ASW heard in an anechoic chamber. In other words, it is
necessary to evaluate/o aspects of spatiglerception
simultaneously. Thetechnique ofcombining several
spatial attributes for a subjective response along a single
dimension is practiced in several studies. For example, in
one multichannel sound study subjeet@luated'spatial
sound impression” in terms of envelopmeand depth
and width of frontal images [48]. Another study had
subjectsrate “image width, position and motion” for
audio-visual coordinatiomand“the spatial naturalness of
the whole systemand toconsiderhow true to life the
projected presentation is in terms of spateuction” in
terms of theireffect on perceivednaturalness” of the
presentation [50].

In discussing the success of 3-D soumthdering, the
author has used a simple communication chaisoafce-
medium-receiver inorder to describethe differences
betweenthe renderedspatial imagery in theecording
studio or sound stage, and that heard by the listener [51].
Any differences between source and receiver are explained
as a source ofindesirednoise. However, while this
perspective applies to critical human-machimerfaces

or applications where performance is iasue, itignores
what could be calledthe “participatory” aspect of
consumer audio. Commerciegcordingengineersmust
frequently adjust to changes gpatial imagerybetween
different control rooms and loudspeakers. Thesmall
referencamonitors popularlyusedwith mixing consoles
provide a relatively consistent but by nomeans
preferable presentation of spatial attributes.

The most effective way of minimizing mismatches
between sourcend receiverwould be to match the
acoustics and loudspeakers between the listening room to
the control roomHowever,this is seldom practiced, in
spite of thefact that this would be the most faithful
reproduction of “reality.” In effectthe consumer is
expected tgoarticipate in the final formation of spatial
imagery from not only perceptually, but also @gating
a designand context for sound playbackThis is
evidenced bythe difference between configurations of
speakers, listening position, and other individual
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differences found irhomes, automobiles, etc.. Although
it is possible to adjust the timbral aspects hoime
theatre sound to standard‘housecurve” as proposed in
[52], it seems inevitable that spatial attributesll
change significantly. Consequently, subjective
evaluations of multiple attributes of spatial quality are
inevitable.

The success of cinemand would have been greatly
effected if sounds wenequired to beco-locatedspatially
with their images. In oneeview of sound space in
cinema, several examplesre given of how, prior to
1930, there was a specialoncernamongst influential
technicians to maintaining &natural” proportion
between image and soufB]. Multiple channelspeaker
systemswere proposedsuch that thesound could be
switched to as close to the position of the visoage
as possible. In 1915, Amgtatented a “method of and
means for localizing soundeproduction,” a speaker
switching system fortheatrical presentationwhose
purpose was so that “.. thaudible actions may be
localized to correspondith localizedvisual actions, so
that if both actionsare simultaneouslyare producedhey
may truly represent the original production” [54].

A concern for a “naturalistic” correlation betweeision
and audition can thus be seen from the beginnings of the
industry. Thisextended tadistance perception asell In
1928, a film technician writing in American
Cinematographestatedthat viewers wouldnot accept a
lack of auditory perspectivebecause their eyelear
coordination wouldnot allow them to [53]. Joseph
Maxfield authored severaarticles in the 1930s that
arguedfor a single microphonglaced neathe camera’s
line of sightfor properly capturingdistancecues. He
offers in one articlé...a study of methods of controlling
some of the factors available to the engineer in sound
recording and photography in such a manner that a
pleasing illusion of reality is created”, and emphasizes
that his techniques are for the purpose of insuring that
the sound appears coming from the visible source on the
screen [55].

The eventuatevelopment of newtechnologies such as
lightweight, boom mounted microphonesllowed the
cinematicexperience of distance to be subjugated to the
needs ofspeechintelligibility, eventually yielding the
‘god’s ear’ perspectivethat keepsmost dialogue in the
foreground, independent ofisual location. Modern
multichannel sound is then largely toeate arartificial
space,and the participation of the listenementioned
earlier further causebe searchfor a subjectiveresponse
based on “naturedifficult. Overall, spatialcorrelation
between audicand visual in hometheater is worth

uction
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evaluating, but more tdave a comparativeeference
between systems than an absoluteneasure of
localization akin to theheadphonestudies discussed
previously. It may also allow a historicadference to
multimedia systems of the futuradifferences in our
subjective preferencanay evolve as wéearn from new
forms of multimedia experience.

3. POTENTIAL MITIGTING FACTORS FOR
SPATIAL PERCEPTION IN AUDIO-VISUAL
MEDIA

Severalmitigating factors canaffect both the precision
andthe quality of spatial soungkproduction aswvell as
audio-visual interaction. To begwith, the context in
which audio and audio-visual playback ofoudspeaker
sound is experienced must &edressedNext, theeffects
of spatial and temporal asynchrony are discussed.

3.1 Background acoustical and visual noise

In real worldconditions,there is an acoustical coupling
betweenthe listeningandviewing environmentand the
simulation environment. The visual simulation
environment isconstrained bythe physical size of the
image and the degree towhich the visualfield of the
viewer focused on it tothe exclusion of other visual
imagery from thereal environment. Factors such as
lighting and architecture can be verpnfluential on a
perceptual environment. Even the visual identification of
the type and manufacturer of a loudspeaker céms
overall quality judgements, and so would likéhfluence
judgements of the success of a spatadering[56]. It

is very difficult to separate the virtual world from thesl
world in which it is experienced, irspite of the best
attempts.

Many of the psychophysical signdétection-type studies
examining the influence ofvisual stimulation on
auditory detectiorandvice versaare reviewed in[1]. In
general, listenersare able to more easilydetect an
auditory signal with thepresence of aisual stimulus,
while the sensitivity to a visual stimulus may be
increased or decreased by the presence of acatistiali.
The overall conclusion to bmade isthat the sensitivity
to audio-visual events isncreased undemulti-modal
conditions.

One of the mainfactors that can influence speech
intelligibility and perceived spatial quality of audio is the
presence of auditory “maskers,” thatlimckgroundhoise
or other noise sourcdhat are not part of theprogram
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was produced. A convenient way to characterize
background noise levels in various environments is
indicated bythe noisecriteria curves (NC) or one of its
several variant§57]. NC curvesare frequencylependent
contours used to establish the relationshigbetween
background noise and the target criteria for various types
of rooms. Thecurves reflecthe equalloudness contours

in that aparticular curveallows moreenergy in lower
frequency bands than in higher frequency bands.

A typical listening room in a home without any
internally generatedhoise fromchildren, dishwashers, or
noisy air handling devices might leguivalent to an NC

35 level, while a recording studio might be bddtr NC

10 or better. The ITU-R BS.1116-fecommendation
indicatesthat backgroundnoise levels for subjective
evaluation be no more than ISO NR 15 (ISO NR 15 is a
slightly more stringent curve than tiearve for NC15).
These are far quiet¢han thebackgroundhoise levels of
concerthalls or more importantly of privateesidences.
Obviously, thepresence of everydagoises in home
environments serves to mask many spectral cues as well
as reverberatiorand ambience cues as fnction of
overall playback level.

of the

3.2 Acoustical factors

viewing room

The potential for thedetrimental interaction of room
acoustics is well known (see,g., [58]). Specifically,
low-frequency modeand undampe@arly reflections can
affect the frequency andspatial imaging produced by
loudspeakers. Differentconfigurations of the sound
source (loudspeaker position and directivity), listener, and
their context (the listening-viewing roontpn result in
different relative balances athe receivingposition of
both direct sound and early reflections. It ¢herefore be
reasonably assumetlat thesedetrimental effectavould
carry over into subjective evaluations of thguality of
audio-visual media.

listening-

The nature of these interactions has bamalt with
recently in ahome theater context. The experiment
explored effects of loudspeakdirectivity and listening
position on several spatial attributes in dsurround
experiment” and a “frontal experiment” [50]. The
surround experimentad subjectsevaluate envelopment
anddirectional detail forearwardsoundevents,and the
spatial naturalness of the systerompared to real-life
experienceThe frontal experimentad subjectsevaluate
how coordinated weresoundand picture collectively in
terms of image width, positionand motion; how

material. Background noise levels are seldom the same incorrect/howmuch was the sensation for acoustface;

everydaylistening environments whetompared toeach
other or compared to the control room where ithagery

and how “natural” theprojectedpresentatiorcompared to
real-life experienceThe common conclusion foboth
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experiments was thabudspeakersvith relatively higher examining theseparate modes itisolation and then
directivity were superior for spatiateproductionand for attempting to predict interactions [2]. A commomhade
picture-image correlationpecausethey provided less observation by those working in gaming applications is
excitation of the room acoustics. This supports that “really high-qualityaudiowill actually make people
Holman's measurements of early reflectiorfsom tell you that gamebkave bettepictures, but reallygood

standardversus restricted directivity loudspeakers; the  pictures will notmake audio soundetter; in fact, they
restricted directivity loudspeakersvere more immune make audio sound worsg60]. A recently completed

from early reflections [52]. Overall, it must leencluded dissertation investigated the interactiontlufee different
that room interactions@nd potential detrimentsare at resolution levels ofaudio andvisual displays [61]. A
least important foaudio-visual interaction as for purely  statistically significaneffectwasfound showing that a
audio presentation. visual display that wouldwithout sound, berated as

“medium” quality would beelevated to“high” quality
The effects of room modes becomes apparent at low with the addition of either medium or high quality sound.

frequencies especially in smatloms, wherethe number A similar observation wasnade inanother studywith
of modes is low and are highly separated, thereby causing367 non-experts at shopping mall, who consistently
differential interaction with loudspeakersand seating evaluatedelevision images with high fidelity ostereo
position. These are heard asresonances or tone sound as “morénteresting, more involvingand better
colorations, and sometimes as alow-frequency liked” compared tolow fidelity or monaural sound,

“boominess.” The“Schroeder frequency'indicates the although the powers of discriminatidmetween audio

cut-off frequency atwhich a room cannot badequately variables was quite limited [62].

described by reverberation time but insteaditey‘modal

response:. 3.4 Effect of spatial displacement between
audio and visual stimuli

RT When we can see a sound source,aheitory andvisual

Fe=Ky— localization cuesare usually consistentand considered
Vv plausible. Under these conditions, the perceptual errors of

@ problems of reversals and externalization carvitigally

eliminated if the subject associates an acowsttinulus

with a visual source. Only audio localizatioan beused
for sources outside thésual field-of-view, or when the
sound source is hidden. Imultimedia situations, the
field-of-view reducesfrom +90 degrees toabout + 50
degrees, depending asiewing distance. Inhometheater

apparent in the resonances seen infriguencyresponse and rglated ap_phcahons, th_ere 'S a well-regognlzed
potential for displaced location between auditory and

at a givenreceiverposition. Alternatively, the statistical ) L . . .
visual stimuli, particularly involving the centandfront

nature of reflections above the Schroeder frequency makesI ft-front right K Thi blema tedvith
the reverberationtimes indicated in various standards eft-ront night speakers. This problemaggravateau
non-transparent screens whéme center speaker for

meaningful for describing the character of them [59]. .

In other words, the pattern @arly reflectionsand the spok_endlz_aloguehas to beplacedbelow or above the
relative damping oflow-frequency modedecomes of televised image.
especial significance tthe individual character of the
room at a given listening position. This withanifest
timbral changes to program material that certaaffgct
audio quality, and can be assumedctary over to audio-
visual interaction.

where Fc is the Schroeder frequency, K is eonstant
(2,000 for Sl units), RT is theeverberatiortime, and V

is the volume. For instance, ina5 m x4 mx 3 m room
with a 0.8 sreverberatiortime, Fc is close tomiddle C

on the piano: 224 HzBelow the Schroeder frequency,
the individual characteristics ofthe room become

The immediate perceptual response to a locational
discrepancy betweemodalities is that theperceived
location of the non-dominant modality will shibwards
the other. This phenomenon is known “agersensory
bias.” When visual and auditory cues conflict, sounds are
localized tothe position of the visual stimuli: this is
known as the “ventriloquisneffect” [63-65]. However,
Perrott conducted a study where sequeatiaconcurrent
audio-visual stimuli presentationswere varied, and
concludedthat visualdominance doesot operateunder
all conditions of spatial presentation [4]. While the
visual modality is dominant fostimuli positions at
about 15-25 degrees azimuth, auditory information

3.3 Cross-modal compensation

Cross-modal mismatches iperceived quality are of
interest because ofthe potential for “cross-modal
compensation,” i.e., the ability to create relative shifts in
perceptual quality irone modality by changing another.
For this reason, it isecognizedhat perceivedquality in

a multi-modal presentation cannot bassessed by
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provides superiorlocalization information atgreater

angles within the visual field. This suggests that “visual

dominance” doesot operateunilaterally across azimuth
positions.

From a cognitive perspectivihere isalso evidencethat
the level of compellingnesketweenspatially displaced
audio and visual stimuli may be important. lather
words, there is an influenceaused by asubject's
assumption thatlifferent modalitiesare indeedproviding

Virtual Acoustic Imagery

per se cannot be assessed. fdwmiltsindicatedthat the
quality of spatial impressioreproductionwas correlated
with increasing speaker angle, and listening position was
found to have a significant influence.

A final observationregarding spatial asynchrony of
visual and audio is that most of tBeudies have been is
concerned with static cues. Sindgnamic cues present a
greater challenge tdhe perceptualsystem than static
ones, it isnecessary to ascertamow the visual and

information about the same event. In one study, subjects auditory cues interaainderthese conditions, irder to

listened to a voice whilesimultaneously viewing

videotape ofeither a speaking person whose voice was

the audiosource, or of a lightsource whose brightness
was modulated bythe amplitude fluctuations of the
voice. The visuabndauditory stimuli were separated by
20 degrees. The voice and face appearedfused
approximately 78% of the time, while tlweice and the
light were fused only 49% of the time [66].

Several studies have examined visual-auditory
displacement inthe context of future homeheater
technologies. Komiyama measur&shnoyance” interms
of a 5 pointscale (“imperceptible” to ‘annoying”) for
both expert and non-expert subjects, using a visual
image at Odegrees andbudspeakempositions at 0, 5,
10,15, 20 30 45, 90 13and 180 degrees[67]. The
screen itself extended +15 degrees. Tdwmiltsindicated a
tolerance of 1ldegreesfor expertsand 20 degrees for
non-experts. Interestinglyjpack-front reversalsccurred
for the 135 and 180 positions and so subjective
responses for thegeositions were eliminated from the
data, presumably becausethe general trend between
annoyanceand speakerangle reverseditself at these
locations. Theile proposed a “congruity index” drpress
the relationship betweespeaker displacemeand screen

extent, specifically, a listening angle/viewing angle ratio

of 1.2 (e.g.,speakers at 6Qlegrees correspond to a

viewing angle of 50 degrees) [68]. Naturally, the value of

this index changes inrelationship to theviewer's

distance. Woszczygoes adar as to concludehat “...

precision of directional matcbetween soundnd picture

are not justified becausevision alone dominates the
localization of sources we see” [69] .

Bech gatheregudgements of “visual impressiomjuality
in terms of the matcbetweenthe acousticaproperties
of the environmental context, usingbaoadcastfrom a
small television with the acoustics ofcathedral as an

calibrate the cuesand determinethe change in their
interaction as a function of movement. Litttesearch
has beerdone inthis area as ofyet, although some
preliminary work has been undertaken at NASA Ames in
a virtual environment context.

3.5 Audio-visual temporal asynchrony

Wenzel has investigated asynchrony problem from the
perspective of virtual acoustic displays, by manipulating
the delay between ahead tracking device and the
acoustical rendering, atlelays up to500 ms [70].
Surprisingly, theeffect on absolute localization was
rather low, suggesting thatthere was subjective
adaptationthat compensated fathe delay. The effect of
asynchrony betweesimultaneouslypresentedrisual and
audio virtual stimuli remains to be assessed.

Less pertinent to spatiateproduction but probably
foremost in terms of overall quality is theffect of
temporal asynchrony betweaundio andvisual media on
speechintelligibility. The fact that speech is more
intelligible with the presence ofip of the speakers is
evidenced inthe procedurefor calculation of thespeech
articulationindex (Al — seq71]). The value of Al falls
off much less steeply as a function decreasingignal-
noise when visual cues ftip reading arevailable. The
effect of audio-visual interaction on spe&atelligibility
is well known from the McGurk effect, where
intelligibility is affected by conflicting visual-audioues
[72].

The effect of multi-modal asynchrony wamvestigated
Rimell, Hollier and Voeckler from the perspective of
quality degradatiorf2]. Dixon and Spitz investigated the
detectability of audio-visual asynchrony [73]. Subjects
detectedasynchronies aP57.9 msdelay and131.1 ms
advancefor a speaking voiceand 187.5 msdelay and
74.8 msadvancefor a film of a hammeritting a peg.

example of the lowest rating [48]. This question is Results overall indicate almost unanimously that

impressions of environmental contexts, although the rather than follows an associated visual pattern.

impression of thereverberation inthe absence of the
visual cue isnot known, and thereforevisual influence
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3.6 Vibro-tactile and vibro-acoustic

interaction

A commonexperiencenhile driving a vehicle is to use
multi-sensory feed back from tactigad auditory cues to
monitor road conditions while navigating the automobile
visually. The sense of theoad condition (e.g., its
smoothness) becomediminished without tactile cues
manifested by vibration throughout the seatlsteering
wheelandaccompanying auralues. Vibrationbecomes
most noticeableand disturbing at veryhigh levels of
accelerationge.g., from sonic booms, construction, or
machinery; naturally, everyone knows of a sosgdtem
capable ofclassification as an aggressive weapon. Far
more interestingand varied aréhe more subtle types of
vibration that are present in homes, offices, on yiask
nearyour workstation, in thevindows of yourhome,
and inthe floor of your multimedia presentationom.
There areoften sources in the environmehgat activate
both “structure-borne” vibration, where sound is
transmitted via the walls, floors, ceilingnd other
elements of a roomgnd airborne-inducedibration that
can causestructural elements to vibrate. Thesame
sources can also act as airborne and structure-isourel
sources.Once awall, desk orother object is seinto
motion via the vibration, it is then possible twve
objects rattleand make noises of their own, such as
picture frameshanging on a wall.Large surfaces are
especially efficienradiators ofsound; this isreferred to
in one source agshe “sounding board effect” with
reference topiano soundingooards[74]. Under certain
conditions, the receiver can potentially hear, sed, feel
the effect of vibration.

There is a large range of frequencies (roudtyl50 Hz)
that are potentially bothaudible and tactile, and could
therefore bereferred to aghe “vibro-acousticfrequency
range.” Howevermost virtual acoustiand audio-visual
simulationsare ofuncoupled spacewith perfect sound
isolation (there are acouple of notable cinematic
exceptions). Why then simulate vibration? The main
reason is that by ignoring or not simulating jiesence,
the vibration in thereal environment of the listener
predominatesand could potentially conflict with the
intended audio-visual virtual experience. Commonly
reported experiences dfeeling the music” in a live
music situation are worth simulating in recorded
playback, butthere would be a conflicbetween the
vibration of a ceiling-mounted aiconditioner and the
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experience of asimulation of a 1% century Baroque
music performance

Some applications emphasizing human performéiave
included vibration cues. Flight simulatorgapable of
motion simulation provide inertial cues, but these do not
transmit structure-bornevibration or vibro-acousticues
in any realistic sense. Rather, the goal of thetion
simulation is to provide proper correlatiorbetween
vestibularandvisual cues [75]. Furthermore, while the
overall sound quality reacts tengine controls in a
predictable manner, there is aneasily recognized
mismatch between the sound field in a simulatockpit
and that found in most simulators. Hapiiterfaceshave
also received attention in thedevelopment of virtual
reality systems, but with the emphasis enabling
manual interactiorbetween an operatand the virtual
environment. Thgredominantarea of researcnvolves
the hand. Thegoal would be toallow a muchmore
complexandnaturalistic interactiofetweenhuman and
machine than is currently availabigith the familiar
computer keyboard ormouse. Force feedback is also
considered animportant technologydevelopment for
virtual reality applications [35].

The subject of vibration perception lisghly variable as

a function of context, sating positionand of the
individual; only generalizations can be made. An
internationalstandardfor building vibration generalizes
that “Experience has shown in many countries that
complaintsregardingbuilding vibrations...are likely to
arise when the vibration levelare only slightly in
excess of perception levels[76]. Figure 2 shows
vibration thresholds in conjunctionith low end of the
NC curvesdescribedearlier. This figure indicates how
vibration is both “feelable” and “audible” when
accelerationlevels are relatively high. For instance, a
wall vibrating with an acceleration level of .01 \gould

be quite audibleput barely perceptible in terms of
vibration (the 63 Hz octave band sound pressure level for
NC 60 is equivalent to 7@B). However, the samkevel

of acceleration at infrasoniitequencieswould be very
perceptible. In spite of this sensitivity, humamebably
disregard low-amplitude vibrations, allowing other
modalities to dominate. This is analogous to résson
why people put up withow-quality loudspeakers in
television sets for so many years, even when tvayed

a high-fidelity audio system for music.
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Figure 2. Approximate sensitivitand response
to feelablevibration, with low-frequnecy end of
the NC curves indicated (adapted from [74]).

The use of multi-modal simulation hagsen of interest
for automotive sound qualitgssessment. Ottand his
colleaguesreportedrecently onthe development of the
“Ford Vehicle Vibration Simulator,” a platform using
binaural sound playbackand a vehicle vibration
simulator [77, 78]. The goal is toorrelate subjective

responses to theimulations to objective analysis of
components and design of the automobile. The vibration

simulator is unique in that itan simultaneouslyibrate
the seat with 6degrees-of-freedonfDOF), the steering
wheel with 4 DOF, and the flo@ndbrake oraccelerator
pedal with 1 DOF. Audio simulations are based on

binaural recordings and accelerometer measurements from

test vehicles or devices. Eventually, they hope talile

to accomplish sound quality assessment on virtual

designs. Their simulatiotechniquesare motivated by

the hypotheses that thgresence or absence of sound

influences whatre usually assumed to bpurely tactile

percepts,and converselythat vibration influences the
perception of sound. In other words, the interaction
between modalitiecan make a particular component

either more or less noticeable.

4. CONCLUSIONS

This paper has summarizedsome of theresearch for
multi-modal interaction as it
perception, particularly for those applicatiareaswhere

3-D soundmanipulation is of interest. Some of the

pertains to spatial

Virtual Acoustic Imagery

acoustics, vibration, listening positiomnd spatial and
temporal asynchronyere reviewedwith an emphasis
on some of the workeported invarious publications of
the Audio Engineering Society. It lBopedthat some of
the perspectiveandobservationgpresented herwill be
of use to futureresearchersvho wish to pursue the
challenges of assessing cross-modal interactiofufare
technology development.
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